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Summary

Traditional methods have been used to calibrate our Delta models, with only channel friction and dispersion coefficients allowed to vary.  The process has been quite time-consuming, laborious, and subjective.  As a result our current DSM2 calibration does not make full use of the information available in the observed data and our experience, and model results are still mostly used in a comparative rather than a predictive mode.

A systematic approach to replace the ad-hoc method is proposed.  The systematic approach would:

1. review the literature for the best calibration methods;

2. acknowledge the errors in observed data by applying a probability distribution to all observed data, allowing observed data values to change, including time series and geometry;

3. acknowledge the discrepancy between point water quality measurements in stratified channels, and the volume-averaged water quality output from Qual;

4. use the difference between the input downstream salinity boundary and the output (model-calculated) salinity on ebb tide to improve the calibration and implement a predictor-corrector runtime improvement to Qual.

The result of this effort would be a robust calibration methodology which could be applied to DSM2 and other models (e.g. REALM) and would produce a calibration using best available practices, acknowledging observational errors instead of using unrealistic assumptions.  It would probably be significantly better than the current calibration and could be updated with less effort in the future.  Two other issues—the lack of true mass conservation in the use of EC and poor DICU modeling—are also important but should be considered separately.
Traditional Calibration

In the past our Delta models have been calibrated with traditional methods, using only channel friction (Manning's "N") values and dispersion coefficients to calibrate DSM1 and DSM2.  The traditional approach implicitly assumes that other inputs are perfect and therefore their values should not change.

The traditional approach also assumes, in the case of DSM2, that each channel’s calibration parameter (friction or dispersion coefficient) is independent of other channels.  These leads to a very under-determined and ill-posed system which is simplified by ad-hoc grouping of parameters (all friction parameters of channels in a group are adjusted by the same value or percent).  The comparison-adjustment cycle itself is usually done manually which is very time-consuming.  The cycle can be automated and this was done with some success with DSM1, but simple automation usually results in the calibration parameter values adjusting to extremes in the pursuit of a small improvement.

Salinity observations are point measurements in space, though perhaps averaged over time.  But we know that in a tidal estuary there are salinity gradients within channels in the vertical, transverse (lateral), and longitudinal directions.  Therefore a point measurement does not represent the average parcel volume salinity calculated and reported by the Lagranian water quality model Qual.
The EC boundary at Martinez offers an opportunity to improve calibration and develop a dynamic correction to EC during each model run.  That is, the difference between the input boundary EC and the DSM2 calculated EC at the boundary on ebb tide is valuable information which could be exploited.  The traditional calibration ignores this entirely.

The most common salinity measurement, electrical conductivity (EC), does not represent a conservation of mass which the models assume.  Some attempts have been made to acknowledge and correct this but have never been completed.

Finally, the problem of poor data and modeling of Delta agricultural diversions and drains remains.  Although not a general calibration issue it certainly affects our ability to develop a calibrated model.

New Methods

I propose a review of the scientific literature to understand current calibration practices; re-examination of assumptions, and the use of basic statistical techniques to improve assumptions; and use of the ebb tide boundary salinity difference to improve model estimates.  Additional projects which could proceed simultaneously and used if available in time would be improved data and methods used for DICU estimates and corrections applied to EC data (e.g. conversion to practical salinity).

Each component is explained in more detail below.  Epsilon will be the difference between calculated and initial values, either global (Ε) or individual (ε) values for either traditional calibration parameters (mannings n, dispersion coefficient) or observed input (stage, flow, EC). Programming is assumed to use the VTools scripting language based on python.
 

1. Review of scientific literature.  Few of the problems outlined here are unique to the Delta or DSM2.  Others in water resources and other scientific fields have encountered and solved these problems and we would do well to examine their solutions.  
N.B. Initial review shows little in the WR literature, but perhaps some work done in ocean and weather modeling involving data assimilation techniques in calibration.
Time: 2-3 week search of the literature and collection of potential journal articles, followed by 3-5 weeks reading, selecting, and study of papers for further testing of techniques given.  Total, 5-8 weeks.
2. Values of observed data (stage, flow, water quality, and bathymetry) should not be assumed to be perfect.  They contain measurement and other errors, even after quality checking, which typically only corrects or drops values with gross errors.  Therefore the values of all input parameters should be allowed to change, not just the friction and dispersion coefficients. This can be done by:
2.1. Testing the sensitivity of the calculated results to small changes in each observed input value.

2.2. Assigning a simple probability distribution function (PDF) (probably gaussian) to calibration parameters and input observed values and allowing both calibration coefficients and input values to change during calibration according to a combination of which change is most probable and which change will produce the most desired output change.  In other words, instead of minimizing Ε with changes to the calibration coefficients only, changes could also occur to the model input and the comparison observed data, according to their respective PDFs (ease of deviating from their starting value) and the effectiveness of a change estimated by change in E.  An unlikely change to an input value that causes a large reduction in Ε might be preferred over a more likely change to a calibration coefficient that results in a small reduction in Ε.

Acknowledging the real world and to reduce the very under-determined nature of the problem, probability distributions should not be independent, but should be related to their neighbors.  Time series should allow their PDFs to vary with time, so for instance DICU data could be allowed to vary more in known periods of questionable data.

Time: The length of this component depends on findings in the literature. It should take 2-6 weeks to formulate a strategy, 4-8 weeks of programming the strategy, and 4-8 weeks of testing and adjusting, followed by production calibration.  Total, 10-22 weeks.

3. Observed water quality data are point values while DSM2 reports a parcel volume-averaged value. These can be significantly different values, especially in the western Delta where the vertical, transverse, and longitudinal salinity gradients are large.  This can be accounted for by transforming observed point values to volume-averaged estimates.  The vertical and horizontal location of each observation station with respect to the water column and transverse station should be identified (especially the vertical position in the tide cycle), then an adjustment made to its reported value using any available top/bottom stations or empirical knowledge of likely stratification.

Special attention should be made to observed stations in the western Delta and near actual channel junctions.  In a few locations in the western Delta, top and bottom observed salinities are available and can be used to estimate vertical salinity gradients.  Transverse gradients can be estimated from grab samples, multi-dimensional models or anecdotal field observations.  Such estimates, though rough, would be better than assuming an unadjusted point measurement accurately represents a volume-average value. Transformations from point to volume-average value could be simple linear functions which vary according to position on the tide cycle.

Time: Most time will be spent on identifying stations needing adjusting, precisely locating stations and estimating vertical and transverse salinity gradients, 3-6 weeks.  Developing simple transformations from point to volume will take another 3-6 weeks.  Total, 6-12 weeks.
4. The EC boundary at Martinez offers an opportunity to improve calibration and develop a dynamic correction to EC during each model run.  The difference between the input boundary EC and the DSM2 calculated EC at the boundary on ebb tide (Figure 1) is valuable information which could be used in the calibration and to correct the model during runtime.  
Time: This depends on whether a solution already exists in the literature.  If so, 6-10 weeks to implement, test, and put into production.  If no solution can be found, add 4-8 weeks for development.  Total, 6-18 weeks.

The total elapsed time to accomplish all these tasks ranges from 27 to 60 weeks, that is, from half a year to a full year of one person working nearly full time and a part time supervisor.  The full time staff person or contractor should have above average knowledge of statistics and programming abilities.  Prior Delta and calibration experience might be a plus but is less important, as the supervisor can supply that.  It would be difficult to test these ideas with pilot projects; their feasibility and value could be accurately judged only with a production implementation.
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Figure 1. Red is the input EC boundary, green the calculated EC at the boundary, blue the boundary flow (positive is ebb tide, negative flood tide)
Here I comment on two projects which are substantial enough to be separated from calibration improvements.  However addressing these issues would result in a considerably improved model.  No time estimates provided as they are probably complex projects of their own.

· EC data adjustment.  It is recognized that EC, our most common observed salinity unit by far, does not represent a true mass conserved constituent.  The most promising method to correct this is to convert EC measurements to practical salinity and perform the calibration in that unit, which is dimensionless.  This was studied by the DMS and presented in the 2002 Annual Report.  Whether this adjustment is worth the effort is unclear to me.
· DICU model.  This has suffered from inadequate data (quantity and quality) and a very old methodology which is not dynamic. Current estimates have long been suspected to be substantially incorrect at times.  I will not propose a complete fix here, but simply mention the Staten Island Wetlands Investigation led by Carol DiGiorgio of DES, which may produce some useful data to improve DICU.  Also, perhaps we could implement an improvement with existing DSM2 features, namely the reservoirs.  Delta groundwater could be considered as DSM2 inter-connected reservoirs.  Channels which now discard drain and seepage water would instead apply it to their “groundwater” reservoir, and ag diversions would draw from the same reservoirs.  This would allow mixing over time, incorporating a time history and dynamic update.  It might need occasional corrections to keep it from drifting from reasonable values.

Other Issues

Part of a new calibration should be a thorough review of the cross-sections used in DSM2.  The raw bathymetry available is generally considered accurate but I saw some very questionable DSM2 cross-sections when developing cross-sections for the MIKE11 model of the Delta.  In the end I discarded the majority of the DSM2 cross-sections and modified almost all the remaining ones.  A problem in DSM2 is that each channel requires a couple of cross sections but the channels themselves do not vary that rapidly.  Perhaps a few cross-sections can be developed using CSDP, or the MIKE11 cross sections used, and then interpolated/smoothed cross-sections generated for DSM2 input needs.  The final DSM2 cross-sections would be allowed to change as part of the calibration.

